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Use of neural networks for triage of SARS-CoV-2
Jose Isaac Zablah1*, Antonio Garcia Loureiro2, Salvador Diaz1, Yolly Molina1, Ana Cardona1, Jorge Urmeneta1, Ethel Flores1, Selvin Reyes Garcia1, 
Carlos A. Agudelo1, and Marco Tulio Medina1

Abstract: Emergency services worldwide have been exceeded in their capacities due to the SARS-CoV-2 pandemic, a 
generalized situation in countries with robust health systems and aggravated in lagging countries. As a result, focused 
computer solutions have been developed for self-diagnosis, triage, and follow-up of suspected and confirmed patients of 
SARS-CoV-2. But as it is a new disease, the symptoms evolve in a short time and the diagnostic protocols must be updated. 
The applications that integrate algorithms in their code to help sanitary processes need to be modified, recompiled, and 
published integrating these changes. This article presents a solution through the implementation of a neural network that 
only requires updating an external file without the need to modify whole applications.

Key words: SARS-CoV-2, Neural Network, Triage, Telemedicine, Cloud, Public Health.

ARTICLE / INVESTIGACIÓN

Introduction
In December 2019, the novel SARS-CoV-2 coronavirus 

was identified as the cause of the COVID-19 pandemic1. 
Early symptom overlaps with other conditions such as the 
common cold and influenza, making early detection and 
diagnosis crucial for healthcare professionals. This is an 
acute respiratory tract disease whose management proto-
cols are continuously evolving because it is caused by an 
unknown virus. It is difficult for medical personnel to keep 
up to date with management protocols, and the difficulty 
is even more significant when faced with the saturation of 
health care centers and, in addition to this, the overwork, 
which generates a high level of complexity in the treatment 
of patients2,3.  

Nowadays, cloud-based technologies and the broad 
access to services based on the Infrastructure as a Servi-
ce (IaaS) paradigm is the norm, generating a tendency to 
virtualize services with computational capacity in the form 
of Virtual Machines (VM), using elastic power in terms of 
resources in the deployment of IT solutions; allowing to de-
liver and distribute to many users in a short time multiple 
software solutions for specific purposes4. These technolo-
gies were leveraged by the National Autonomous University 
of Honduras (UNAH) to develop a protocol for managing 
suspected and confirmed SARS-CoV-2 patients, which was 
subsequently integrated into a Doctor application 1847, 
which is currently available in Android and iOS-based devi-
ce stores. This application is intended for use by the public 
and healthcare personnel at different levels.

The difficulty of software solutions-oriented to be used 
in the diagnosis of SARS-CoV-2 infection is that typically 
the patient evaluation forms need to be updated very often, 
which implies modifying the applications on mobile devices. 
This is laborious for developers and users who do not have 
broadband access to mobile or fixed Internet, a common si-

tuation in the Latin American region. In many countries, the 
digital divide resists closing, while in others, it is increasing, 
complicating the deployment of applications that need to 
operate offline without the possibility of frequent updates5.

To provide a helpful solution with the ability to combine 
the growing facilities of the cloud with a focus on changing 
protocols and the difficulty of broadband access, a neural 
network has been devised. These are defined as a series of 
algorithms that strive to recognize the underlying relations-
hips in a set of data through a process that mimics the way 
the human brain works. In this sense, neural networks refer 
to systems of neurons, whether organic or artificial.

This article aims to show the benefits of using techno-
logies related to neural networks in healthcare processes 
when testing an application during a pandemic emergen-
cy. Highlighting the ability of neural solutions to adapt to 
change faster than a human being. This article presents the 
organization of the source code, its logic and integration, 
and the details of its development so that it can be used by 
developers working to integrate management protocols into 
software solutions.

Materials and methods 
The entire world has faced an unprecedented crisis due 

to the COVID pandemic. Multiple institutions have made the 
necessary resources available to deal with the health emer-
gency and fully recover regular activity to face the changes 
caused by the pandemic. One of the main challenges in this 
regard is to stop the chains of contagion that may arise once 
mobility has been recovered and work, educational and 
commercial activity is reactivated. Artificial intelligence and 
neural networks have been used in various ways in softwa-
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re solutions to support the treatment of SARS-CoV-2. When 
writing, the most widely used use is for biomedical image 
analysis. Its applications have been grouped as follows:

·          Digital tracking: They are based on techniques 
that use some form of passive or active surveillance. One of 
the studies presents the development of a method to guide 
people to protect themselves from someone who has high 
exposure to the virus or has symptoms of SARS-CoV-2. For 
this, different models of deep convolutional neural networks 
have been implemented by using an intelligent monitoring 
system (using cameras with certain specific capabilities), 
which become a complementary tool to be installed in diffe-
rent places so that people can automatically adopt biosecu-
rity guidelines6.

Also, there is research related to the development of 
methodologies to predict the evolution over time of the num-
ber of individuals infected with SARS-CoV-2 in a country.  
Specifically, one is based on the synergy of explicit mathe-
matical formulas and deep learning networks, which produ-
ce algorithms whose input is only the existing data in the 
country through the cumulative number of individuals repor-
ted to be infected. The analytical formulas involve several 
constant parameters, which were determined from the avai-
lable data using an error minimization algorithm.

·          Biomedical imaging: In one study, the use 
of models based on previously trained convolutional neural 
networks has been proposed for the detection of pneumonia 
in coronavirus-infected patients using thorax tomography, 
using three different binary classifications with four classes 
(COVID-19, normal (healthy), viral pneumonia and bacterial 
pneumonia). By using cross-validation, the performance re-
sults provided a very accurate classification of the patients, 
higher than 96% of efficiency7.

On the other hand, another article makes use of logistic 
regression with the before mentioned convolutional neural 
networks; this model uses a public repository of X-ray ima-
ges of various patients. The results obtained for sensitivity 
and accuracy exceed 92% of efficiency8.

·          Clinical data: These use medical data to diag-
nose, usually using some protocol. An article published by 
Banerjee9 describes the use of machine learning in conjunc-
tion with simple statistical tests to identify SARS-CoV-2 po-
sitive patients using data from complete blood counts, but 
without knowledge of the individual's symptoms or medical 
history.

Another article is based on the fact that data analysis 
using machine learning accelerates optimized solutions in 
clinical healthcare systems. These essentially offer the effi-

cient predictive capability and are a diagnostic alternative. 
Due to the prevalence of the spread of COVID-19, an urgent 
need has arisen in the healthcare industry to find a new 
drug to suppress the pandemic outbreak. A deep neural 
network model is presented that accurately considers the 
protein-ligand interactions of different medications. The res-
ponse of protein-ligand interactions is detected to find the 
exchange that effectively fights the SARS-CoV-2 virus; this 
study uses the genomic sequences of patients that have 
been submitted to the GISAID database10.

The algorithm developed is from the group of solutions 
that operates with clinical data since it is intended to auto-
mate triage and can be integrated into any application that 
requires making decisions based on data. The tools used to 
develop the source code and training data of the decision 
tree of the neural network are described next. Notepad++ 
v7.8.5 editor was used for coding11 and Python v3.7 pro-
gramming language12. The development libraries were as 
follows: 

·          TensorFlow: is a free, open-source software 
library for data flow and differentiable programming in va-
rious tasks. It is a symbolic mathematical library and is also 
used for machine learning applications such as neural ne-
tworks, uses Apache 2.0 license, and is under the auspices 
of Google Research13-15.

·          NumPy: is a library for the Python programming 
language, which adds support for arrays and multidimen-
sional arrays, along with a collection of high-level mathe-
matical functions for operating on these arrays. NumPy's 
ancestor, Numeric, was created by Jim Hugunin with contri-
butions from several other developers and is offered under 
the BSD license16-18.

·          Pandas: It is a software library for the Python 
programming language for data manipulation and analysis; 
it offers data structures and operations to manipulate nu-
merical tables and time series. It supports importing data 
from various file formats such as comma-separated-values, 
JSON, and SQL, among others. Data manipulations that 
can be performed include merging, reshaping, selecting, 
as well as cleaning functions. It is released under the BSD 
license19-21.

The general methodology has been used to encode the 
algorithm22. For the development of the neural network, the-
re was a questionnaire made up of binary questions with a 
series of symptoms where each affirmative answer has a 
weight or score so that the most severe conditions increase 
an index that serves as a value that triggers the actions to 
be taken by the patient or health personnel. The structure 
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Figure 1. The questionnaire structure, the number of questions, and answers are expected to be altered as SARS-CoV-2 
management protocols evolve.
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of this questionnaire and its handling is detailed in Figure 1. 
The baseline questionnaire was developed by the Univer-
sidad Latina de Costa Rica by the COVID-19 Prevention 
Commission23 based on the guidelines of the Department 
of Health of Philippines24, expanded by internists from the 
Facultad de Ciencias Medicas25 and Secretaria de Salud de 
Honduras26, according to clinical experience. 

For the training of the neural network, a comma-sepa-
rated file was used with the answers to the different ques-
tions and their resulting index (sample and known data) so 
that each line represents a training element. The questions 
used on this occasion and their weights are described in Ta-
ble 1, it is very likely that as the knowledge of SARS-CoV-2 
infection expands, the questions are shown as well as the 
associated weights will vary. This file should be in the same 
folder where the source code is located.

To train the neural network, the source code is execu-
ted with the interpreter, which will start the training process. 
The user can adjust the internal parameters of the program 
in terms of execution values according to his needs, consi-

dering that a neural network is a mathematical function that 
takes one variable and returns another, where both are con-
sidered vectors. The structure of a simple neural network is 
shown in Figure 2.

The connections between each neuron have a wei-
ght-adjusted by an iterative training process. Generally, 
there is a layer of weights between the input and output 
called the hidden layer. Additionally, the hyperparameters 
are variables that are defined before the training of the neu-
ral network; the way the network will be trained is defined 
by the number of hidden layers and the learning rate, while 
the structure is determined by the learning rate (which takes 
values from 0 to 1) and the decay gradient that is linked to a 
defined optimization function.

The learning rate is the speed at which the model lear-
ns, which is linked to additional parameters that serve to 
refine the error distribution; this helps to update the weights 
of the connections between neurons each time the training 
is executed. Depending on the optimization algorithm, a de-
cay of the learning rate may occur, varying during exercise; 

Use of neural networks for triage of SARS-CoV-2

Figure 2. Structure of a basic neural network. The arrows indicate the connection of neurons.

Table 1. Questionnaire for triage of the patient suspected of SARS-CoV-2 infection.
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in other cases, it remains constant in each of the epochs 
(or training iterations). The important thing is to achieve that 
the learning rate has convergent values; this is the property 
of finite functions to get closer and closer to a limit when a 
variable of a function varies in terms of a series; this gives 
rise to the existence of the decay, to adjust the weights dy-
namically during training.

The neural network proposed in this paper uses the 
Adam (Adaptive moment optimization) optimizer27, this al-
gorithm implements a method that calculates individual 
adaptive learning rates for different parameters from esti-
mates of the first and second moments of the gradients. 
This optimizer was chosen because it is simple to imple-
ment, is computationally efficient, has low memory require-
ments, and is suitable for problems that are large in terms of 
data. It is also ideal for non-stationary situations and issues 
with very noisy or sparse gradients.

Upon completion of the neural network training, several 
resulting files are obtained, which are described in Table 2. 
These files contain the variables, operations, network de-
sign and parameter values. The purpose of these files is 
to continue the evolution of the network by having a more 
significant number of data and parameters, including the 
possibility of implementing the training in a production appli-
cation.

To evaluate the validity of our algorithm, different ma-
thematical methods will be used. In the field of artificial inte-
lligence and especially in the problem of statistical classifi-
cation, a confusion matrix is a tool that allows visualizing the 
performance of an algorithm used in supervised learning. 
The benefit of a confusion matrix is to make it easy to see if 
the system is confusing classes28. The ROC (Receiver Ope-
rator Characteristic) curve is a graph used to show the diag-
nostic capabilities of binary classifiers. It was first used in 
signal detection theory but is now used in many other areas 
such as medicine, radiology, natural hazards, and machine 
learning.

It is constructed by plotting the actual positive rate 
(TPR) against the false positive rate (FPR). The true po-
sitive rate is the proportion of observations that were co-
rrectly predicted as positive out of all positive observations, 
known as true positive (TP) and false negative (FN) derived 
from (TP / (TP + FN)). Similarly, the false positive rate is 
the proportion of observations that are incorrectly predicted 
as positive out of all negative comments as known as false 
positive (FP) and true negative (TN) derived from (FP / (TN 
+ FP)). For example, in medical tests, the actual positive 
rate is the rate at which people are correctly identified to test 
positive for the disease in question29.

Results
The results are presented as a comparison of the sta-

ff's diagnoses against what was obtained by the algorithm. 
This is to make evident the advantages of both diagnostic 
mechanisms.

Confusion Matrix
To verify that the classification algorithm has a perfor-

mance that allows it to be used with sufficient confidence to 
aid in the triage of SARS-CoV-2 suspects, a tool is known 
as a confusion matrix was used22. This is a technique for 
summarizing the performance of a classification algorithm; 
by calculating it, you can get a better idea of what is doing 
well and what types of errors are being made. It is important 
to note that the classification accuracy variable alone can 
be misleading if you have an unequal number of observa-
tions in each class.

By performing clinical auscultation based on the expe-
rience and memory of healthcare personnel in triage, taking 
a sample of 3256 people, of which 2241 were classified 
as not having the disease (true negatives (TN)), 670 were 
positive at the clinical level but were classified as negative 
(false negatives (FN)), 339 identified as positive (true posi-
tives (TP)) and of these 6 were negative at the clinical level 
but were erroneously classified as positive (false positives 
(FP)). The true positives were confirmed with laboratory 
analysis.  

The data above showed an actual positive rate of 
0.983, which indicates the ability of the algorithm used to 
correctly detect the disease; this is known as sensitivity. The 
actual negative rate is 0.770, which describes the ability to 
accurately identify healthy patients, called specificity. The 
false-positive rate is 0.230, and the false-negative rate is 
0.017. The accuracy of this classification is 0.792. The spe-
cificity of this classification was 0.770.

By using the questionnaire together with the neural ne-
twork, we proceeded to implement it to take a sample of 128 
people independent to avoid data bias. They used the im-
plementation of this neural network on a mobile application 
called Doctor 184730. They were followed up for a month and 
a half until they had a valid clinical test to confirm the patho-
logy under study. Of these samples, 44 people did not have 
the disease, and the algorithm classified them as negative 
(true negative), six were positive at the clinical level, and the 
algorithm classified them as negative (false negative), and 
76 coincided as positive between test and algorithm (true 
positive) and two were negative at the clinical level, but the 
algorithm classified them as positive (false positive).

Type I errors are equivalent to 7.68%, and Type II has 
a proportion of 3.84%; these values are low and result from 
good class balancing. This, together with the sensitivity of 
the questionnaire and the efficient design of the neural ne-
twork algorithm, offers a viable solution for triage. Using the 
confusion matrix, the neural network showed a precision of 
0.927, an accuracy of 0.938, a true positive rate of 0.974 
(sensitivity), and the true negative rate is 0.880 (specifici-
ty). The false-positive rate is 0.120, and the false-negative 
rate is 0.026. The specificity of this classification was 0.880. 
Compared with the results of human triage, the use of the 
neural network has a better behavior.  

Table 2. Files resulting from the neural network training.
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ROC Curve
The ROC curve in our case shows the balance between 

sensitivity (or TPR) and specificity (1-FPR). Classifiers that 
give curves closer to the upper left corner indicate better 
performance. As a baseline, a Random classifier is expec-
ted to score points along the diagonal (FPR = TPR). The 
closer the curve is to the 45-degree diagonal of the ROC 
space, the less accurate the test will be. Note that the ROC 
does not depend on the class distribution. This makes it 
useful for evaluating classifiers that predict rare events such 
as disease or disaster. In contrast, assessing performance 
using precision (TP + TN) / (TP + TN + FN + FP) would fa-
vor classifiers that always predict a negative result for rare 
events.

To compare different classifiers, it may be helpful to 
summarize the performance of each classifier in a single 
measure. A common approach is to calculate the area un-
der the ROC curve, which is abbreviated as AUC. It is equi-
valent to the probability that a randomly chosen positive 
instance will rank higher than a randomly chosen negative. 
A classifier with a high AUC may occasionally score worse 
in a specific region than another classifier with a lower AUC. 
But in practice, the AUC works well as a general measure of 
predictive accuracy. In Figure 3, you can see the behavior of 
the classification, with a better score of neural networks. In 
these results, the total sample, 3256 people, is considered. 
To these data, the neural network was applied and compa-
red with the results of human triage.  

The area under the curve (AUC) and standard error 
(SE) and confidence interval (CI) with better values using 
neural network (R_NEURAL); when comparing the statis-
tics of both classification algorithms, their differences are 
marked since the sensitivity and specificity of the neural ne-
twork exceed human capabilities. It is shown in Table 3 that 
there is a difference in the area under the curve of 0.455, 
and this value is supported by a standard error of 0.0545, 
indicating a low variance between the sample of each of the 
algorithms. The confidence interval is in the upper middle 
region of the AUC, with a minimum level of significance that 
invalidates a null hypothesis. SE was obtained using the 
DeLong method31. 

The samples used have high sensitivity, but as far as 
accuracy is concerned, the classification of triage using 
health experience is very low (0.336) compared to that 
shown by the neural network (0.927); the same can be said 
for specificity, which was higher for the neural network than 
for human triage. As for the false negative rate, the neural 
network performed a worse classification than its counter-
part, but as for the false positive rate, it was better than the 
human classification.

Discussion
It is necessary to be aware that the results on this oc-

casion greatly benefit triage using neural networks. Still, 

Table 3. Ranking stats comparison.

Figure 3. The sensitivity of the neural 
network R_NEURAL is higher than 
the human R_HUMAN. Care in triage 
using only the experience of health 
professionals was at the minimum ac-
ceptable.
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we must not neglect that the nature of the human being is 
more effective when needing action in unusual or exceptio-
nal moments. Hence, technology is only a tool to accelerate 
results. Neural networks cannot create knowledge; they can 
decide autonomously based on training based on previous 
events that sensitize them according to the different me-
thods and applications for which they have been designed. 
The proposed neural network behaves with the same effi-
ciency as others published for similar purposes, with high 
levels of sensitivity and specificity, making them very relia-
ble for sanitary purposes.

The neural network represents a technical advantage 
in the medium and long term. However, initially, it is not su-
fficiently sensitive to the heuristic results presented; it can 
save technical hours in crises, as it can only be trained with 
base data. The results obtained make it a viable solution in 
complex applications and situations of high variability, but at 
no time does it replace the experience and common sense 
of a health professional. However, as technology evolves, it 
may be achieved. Humans will most likely surpass techno-
logy in detecting exceptions and new situations for several 
years.

Changes in needs cause care protocols to be modified 
and health personnel to be trained; this is a slow, lengthy, 
and costly task. The use of technologies makes it possible 
to close this gap for the benefit of patients since it would 
give time to update what is necessary. This process can be 
dangerous because if the expert who gives the guidelines is 
wrong in expressing them or has flaws, it can cause a solu-
tion to generate cascading problems, complicating care and 
distorting the advantages of adopting technology.

On a large scale, if artificial intelligence is developed 
with criteria of quality and relevance to be used for health 
purposes, it can be expected to obtain speed and more ex-
cellent coverage of health services. Still, there will always 
be a margin of situations in which a human professional 
should intervene. And many ethical criteria should evolve 
and adapt since the results shown in this work show that hu-
mans have a behavior that can be improved technologically.

Conclusions
Since the revolution of informatics and computer te-

chnology in the 1980s, mankind has become increasingly 
involved with technology in various areas of knowledge. 
Health sciences are currently receiving a great deal of at-
tention and development. The emergence of new pandemic 
threats occurs spontaneously; unlike in the past, now we 
have more tools and knowledge to face them.

SARS-CoV-2 is a disease caused by a coronavirus, 
which has wreaked havoc on many people, as well as on 
the economic and productive levels of countries. Mortality 
reaches 5% of infected patients in specific geographic re-
gions, but the recovery and after-effects of suffering from 
this disease require months to be fully overcome. The de-
crease in the quality of life of infected, recovered, and heal-
thy patients is notorious due to social restrictions, which 
force society, in general, to make use of technology for pro-
duction and health purposes.

The use of neural networks offers advantages as a va-
luable tool to adapt to complex variable situations; in this 
study, the developed algorithm classified COVID-19 pa-
tients much better than health personnel, mainly due to pre-
senting a consistent behavior over time; instead, the human 

depends on many other factors. While the staff cannot be 
removed, combining a more robust technology can signifi-
cantly benefit the patient.

Science benefits from technology because it allows it to 
accelerate processes, model and take better quality data. 
The neural network proposed here demonstrates the fle-
xibility required in situations of high variability, where hu-
man capacity is exceeded by the high volume of data to 
be analyzed. The use of hard coding or a stored question-
naire, updated in databases and applications, requires the 
modification of software and data structures in servers for 
later distribution in the terminal equipment, with the conse-
quences of implementation and debugging in each version. 
On the other hand, a neural network can be ported into an 
application and updated online, allowing the use of hetero-
geneous multi-origin data and not limited to closed-respon-
se questionnaires.

The data has high accuracy and sensitivity, which in-
dicates that it has sufficient capacity to handle the different 
conditions of the users that employ a neural network imple-
mentation. Caution should be taken that incremental evolu-
tions of the algorithm and questionnaire used as a source 
and data management do not present the phenomenon ca-
lled imbalance (this is a highly accurate model but with a 
low sensitivity or specificity); in that case, it should be made 
to proceed to perform a class balancing. But the results ob-
tained when analyzing the data through a confusion matrix 
and the ROC curve have shown that the neural network pre-
sented for triage tasks can be trusted.

The use of computerized systems in triage allows rapid 
adaptation to changes in treatment protocols for infectious 
diseases such as SARS-CoV-2 to maturity that would allow 
use for long periods without the need for changes in appli-
cations. This provides healthcare professionals with less 
reliance on their memory skills and would give them time to 
strengthen their clinical capabilities.

The use of artificial intelligence technology in primary 
care applications, specifically in triage and reduction of de-
lays due to infections caused by the SARS-CoV-2 virus, is 
feasible and should incorporate follow-up data from labora-
tory studies and deep biomedical image analysis networks. 
The algorithm combined with the questionnaire provides a 
neural network with the capacity to be used in production 
for triage since high accuracy, sensitivity, and specificity are 
obtained that equals or exceeds that of humans.
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